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27 November 2023

Warm-ups:
3x—6y+ z=7 3x— 6y+ z=7

Solve § x+38y— z=4 andtheny x+ 8y— z=4
—Xx+ y+2z=73 2x + 16y — 2z =1

(X,‘j;l) = (%; %; %) e 501.%&&0%’\!



Quiz/exam schedule

(It’s on the course website calendar.)

o> 11 December: Midterm exam &

o January: Quiz 5 and 6

o February: Final exam & (and optional retake).



Applications of walkrices

Matrices (the plural of “matrix”) can be used for
o Systems of equations

o geometry / linear transformations

o network/graph analysis

o probability and statistics

e cryptography

e Image compression

e physics - optics, electronics, quantum

and more.



S Y skenms Qﬂf Llinear e 3 uakions

A linear equation is an equation of the form
Cllxl g Cl2X2 bl Clnxn — b,
where x;, ..., Xx, are variables and a,, ..., a,, b are coefficients (usually

each a; Is a just a constant number, but it could be some expression that
does not involve any Xx;).

JA (or just ) is a collection of linear
equations with the same variables.

o Some equations may have coefficients of O for some variables, so we
might not see every variable appear in every equation.

o Often, we will have the same number of variables as equations, but
this Is not required.



S v skenwis Qﬂf Llinear e q uakions

Examples:
{3x—7y=4 3s + 2. =]
x+ 8y =2 s+8=2t+12

IX+2y+92=-9 45 Zmdt

— 4ot S —4x = ke =72

la+2b+9c= -9 {6x1+2x2—5x3+ R

- N JX; = Xy 1+ 2xy = 3
—4a —3b+ 5¢ =2



Systems of equations

Finding values or formulas for the variables in a system is called “solving”
the system. Any assignment that makes all equations true is a solution.

Example: The only solution to
{6a —b =15
2a+ b =1
is (a,b) = (3, —2).

has two solutions:

(a,b) = (\/5,2) and (a,b) = (—1/5.2).




Number of e qns a nd variables

A system of equations is called consistent if at least one solution exists.
It is called inconsistent if no solutions exist.

An overdetermined system has more equations than variables.
o QOverdetermined systems are usually (but not always) inconsistent.

An underdetermined system has fewer equations than variables.
o Underdetermined systems are usually (but not always) consistent.
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Overdetermined Underdetermined
3x—4y+12z=28 x—4y+2z=3
x+ 7y = 2 x—4y+2z=1
bx+ y—3z=1

3y+ z=0
Ay R 17 dx—4y+2z=38
XA %) =2
4x — 3y =1
xR ==

2x +F PR



There are many methods to solve systems of linear equations by hand.
Some of the most common are

o Substitution
o Elimination
o Matrix inverse
o Cramer’s Rule.

Of course, computers can solve systems of equations for us.

Question: How many solutions can a linear system have?



2 equations and 2 variables

3x—6y=4 3x—6y=4 3x—6y=3
x+38y=2 3x —6y =2 x—2y=1
S

. |
=2 -1 1
-t

one solubilon e solubions

infinitely many
solutions
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Sx_6y-|- ke 3x — 6y+ Z sy
x_|_8y— 7. = - v, e = 8y_ Z:4
i y-|-2z=3 2X+16y_22=1




equations and 3 variable

Bx_6y-|- ke 3x — 6y+ Z sy
x_|_8y— 7. = - v, e = 8y_ Z:4
sy i y-|—22=3 2X+16y_22=1

B i \\\\\\7\; |
5 1 0 / / |
| : /|
. i/
5 / | //
it =
no solukions .




We can draw other arrangements with multiple planes in 3D space.

Any linear system—with any number of variables and any number of
equations—will have either

o 0 solutions,

o exactly 1 solution, or
o Infinitely many solutions.

x%+y° =16 h
x+y=0
exactly 2 solutions, but this can never happen for linear systems).

Non-linear equations can be very different (for example, { as



There are many methods to solve systems of linear equations by hand.

e Substitution } Fewer calculations, but Yyou, have to

» Elimination be clever about whak sﬁeps o kalee.,

s Matrix inverse” Follow the same steps every time,
o Cramer’s Rule* but do a Lot of calculations.

It is also possible to determine the number of solutions—zero, one, or
infinity —without actually solving the system.

o Determinant™ of a matrix
o Rank of a matrix

* only when # of equations = # of variables



Solving s Ys tewis using matrices

The system of three equations
bx+y+ 3z=13
2y+ 9z=3
—x+4y+18z=5

can be written as the single equation
6 YL [x S
il
-1 4 181 L% S

We usually write this as AX = B and call A the matrix of coefficients.

using matrices.



Previous i.fj So ing ﬂfor makr ol X

If AX = B and A is invertible then.. Let S also thlnk about

AX 3 B 5 =D
A-1AX = A-1R “




Solving b? iaverse makrix

Any system of linear eqns corresponds to a single equation AX = B. Example:

Sx+2y —2z=4 S i A, 4
X =g e . 1 0 —4 [)’] = [2]
12x+ 7y + 14z =5 12 7 34 k< 5

If the coefficient matrix A is invertible, then we can solve the system as
¥—A B

In order to use this, we need to know A~

e For 2 X 2 matrices there is a formula you can memorize.

e For 3 X 3 and bigger, the steps you could use to solve a system of
equations by elimination can also be used to find A~



Example: Find the inverse of E _42]

Py B g 2 2] B
(0] " e COT a8 e

Check that multiplying A bv Al really gives I:

[5 —2] [4/22 2/22] : [5%)”‘2)(2—;) 5(%”(‘2)(25—2)]

AT 0T PO
0/22 22/22 ~ |0 1



makrix

Eqn with square

SX'= vy | _
Example: solve using an inverse maitrix.
x+4y=14

ST A=

i R [15] —(15) +(14)
;—21(15)+25—2(14)




Augmented makrix

For a system Ax = b, the matrix A is called the “coefficient matrix”.

The augmented matrix for the system is the matrix formed by adding
column b to the matrix A. We write [A [9] for this matrix.

, Often wriktten
o Example: For the system "

dx +9y =6
2x+ 3y =20

with a | before

Fhe Last columin,
we have

Azl‘Z‘ gl ol ;;]:[4



R OwW O per abions

Replacing a row of a matrix with a linear combination of rows is called a row
operation. This is usually done with augmented matrices.

o . [5 —2|1sl. [1 0 ] {5x—2y=15
By changing Into we solve .

1 14 0 1 x+4y =14
~1
3 By changing E _42 |(1) (1)] Into [(1) (1) | ],We find : _42] .




Example: Find the inverse of the matrix l

0
0
1

0 1
psts
0 0
i

A7

1

0
U " 281
12 Tl

|
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0
0
1

0 1
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0 0
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0
1
0

1 0 —4
0 2 18
Q70024

|

mn/

—12 1

9
0 7 6210



Solving b? iaverse makrix

From before, we can represent a system of equations as AX = B:

Sx+2y —2z=4 5 e 4
X — 47 =72 - 1 0 -4 [Y]='2].
12x+ 7y + 14z =5 12 - Fe s 5
If the coefficient matrix A is invertible, then we can solve the system as
=1 'B
Example:

BHEE i



There are many methods to solve systems of linear equations by hand.
o Substitution

o Elimination

o Matrix inverse”®

o Cramer’s Rule”

* only when # of equations = # of variables



Egn with square matrix
@ We can solve the matrix equation AX = B as
X=—A"B
if we first compute the inverse of the matrix A.

o Cramer’s Rule is a direct formula for each variable:
det(A,)
Xl — :
det(A)

where “A.” is the matrix formed by replacing Column i of matrix A
with the single column B.




k. qm with s nakrix

Exammiole: sol DAL e C s Rul
ampile: solve usin ramer S nule.
By x+4y=14 "

det(hi _42]) S L15(4) — (—2914. 0783

f=——— Fm €VHW N NBM.,o. R —

= qied
det [5 —2] ) 5(4) — (—2)1 4 |

(
det(h ﬂ) ASH WA 55
( ) ) TSN aD)1 bl sl



ro b lems with A-1B and Cramer

These methods are each only possible if
@ A has the same number of rows as columns (a “square” matrix)

e and det(A) # O.

Otherwise, A~! does not exist.

If det(A) = 0, the system may or may not have solutions.

o det(|° 7]) =6(1)-23) =0.

s,
s, [6x+3y=15 | 6x + 3y = 10
has solutions but does not.
2x 0= 22X+ y =18



For each system below, ask yourself
o How many variables are there?
o How many equations are there?

o |s there a solution?

xX+y=71
2x+y =10

2 variables
2 equ&%&ams
rank = 2
one solubiown

xX+y=1
2x+y=10
X+y=1

2 variables
3 equ&&ams
ramnlk = 2
one solubiown

ety =1
2x+y =10
x4+ 2y =17

2 variables
3 equ&&m»m
rank = 2
one solubiown

) e 2 M
2x+y=10
Iy — 18

2 variables
3 equ&E£QM$
rank = =
o solubions



Linear combinations of vectors
Linearly independent” collections of vectors

Systems of linear equations: the collection of all solutions can form
a nothing (no solution)

@ a single point

o aline

e a plane

o a “hyperplane” (if you have 4 or more variables)

The rank™ of the coefficient matrix helps determine which.
* We will define these soon.



e

ar combinakions

A linear combination of some vectors is any sum of scalar multiples of
those vectors.

Line

o In symbols, u is a linear combination of v and W if
= 5 IR
u=3sv-+iItw

for some numbers s, 7.

—

- . : : - T
@ For more vectors, u is a linear combination of vy, v,,..., Vv,

If
U=5sV, +5,v, + - +57v

for some numbers (scalars) s, ...,S,.



N

ar combinakions

A linear combination of some vectors is any sum of scalar multiples of
those vectors.

s In symbols, i is a linear combination of v and W if
= 5 IR
u=ysv-+iw

for some numbers s, 7.

. ds

Example 1: Write l254l as a linear combination of V; = [ 52] and v, = l ; ]

5x+3v:5

s 3 - |
We wank XLZ] + ng] lZ 4] so we must solve the svs&em {-2x-~93:::2 %

Solubtion: x = 3, Yy = -10/3. T ker@:fore l e ]

24 -2

o[5]-comf3)
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We can use any of these three definitions:

o A collection of vectors is called linearly dependent (or LD) if one
vector is a linear combination of the others.

—

> Acollection vy,..., v is linearly dependent if there exist numbers
S1, ..., 8, not all zero such that

— . = P
SiVi + SVy + - +5.v, =0.

@ Note: some of the §; can be zero, just not all.

@ Acollection is linearly dependent if it is not linearly independent.



We can use any of these three definitions:

o A collection of vectors is called linearly independent if no vector is a
linear combination of the others.

s Acollection v;,..., v is linearly independent if the only solution to
SV + 8V, + - +sv =0

ISSy =8 = =5= 0

o Acollection is linearly independent if it is not linearly dependent.



. SaliRg>
H ‘"-:\

o

30 1

Note that a single vector isn’t called linearly dependent or independent.
This is about collections of vectors.

o Example: { [254], Ll)], [(1)] } IS linearly dependent.

However, it is common to skip the { } and talk about the vectors directly.

QY (EV\) d Md ene

o Example:” [254], H, H are linearly dependent.” is just a lazy way of

saying the first bullet.



Line

o Example: Determine whether

AT (E,M,) d Md enCe

—1 4 4
ﬁ = 5 y T} = _2 y W = 14
i/ 12 21
are linearly dependent or linearly independent.
Dependent. Using the first definition, this is because w = 3u + %\7,

or because v=-&6u + 2w, eke,

Using the second definition, this is because, €.9.,
6%7‘: Tl \_:’ 4 (""‘2>_) == {0;0,0]«



. ST
: v i

w

3o 1

Some facts to notice:

AT (EV\) d Md enCe

If a collection contains the zero vector then it is linearly dependent.

If the vectors are d-dimensional (each is a list of d numbers), then any
| collection of d+1 or more vectors will be linearly dependent.

Examples:
17 JopEra )
4 —91, |0|, [2] ¢ mustbe LD. Note 0v; + 5v, + 0v; = 0.
4 0 7

(B e



The rank of a matrix is the maximum number of linearly independent rows.

o Remember that a set of vectors is linearly independent if no vector is
a linear combination of the others.

o Remember that a linear combination of vectors is any sum of scalar
multiples of the vectors: av + bw + ---

max. # of lin. indep. rows = max. # of lin. indep. columns

S T T 2

An n X m matrix can have rank at most min(n, m).
An n X m matrix is called if its rank is equal to min(n, m).



The rank of a matrix is the maximum number of linearly independent rows

(and also the maximum number of linearly independent columns—these
will always be the same number!).

. -0 T 86
= le: Wh h k of ? £
xample at is the rank o [2 by _3] T’O&\H Z;

. 2 18 rofale]
Example: Whatistherankof | 2 —4 |7

1% -0
5 —10 because l-4] = -2[ 2]
-10 S



The rank of a matrix is the maximum number of linearly independent rows

(and also the maximum number of linearly independent columns—these
will always be the same number!).

s 5 7] Tahk 2 ™
Example: Whatistherankof | 1 0 1 |? because ll] P [1] + [o]
7 19 19 12 7
s 5 7] Tank =
. 7 & P4
Example: Whatistherankof | 1 0 1 |? because [ 1 ] :&[ 1 ] -;—b[e]
L2t TR 19 12 7

Ls &mgossibte
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Any system of linear equations can be written as

—

Ax = b,
coefficients e righ&-—-hamd side

var mi.s

o If A is square (same # of rows and cols) and det(A) # 0, then the
inverse matrix A ~! exists and the system has exactly one solution:

R=A"D.
If A is square but det(A) = 0, the system has either O or infinitely
/ | many solutions.

\ @} If A is not square, there is no determinant or inverse.

mf(A) will ketrz us determine the
number of solubions in these cases.



Rahk as amount oﬂf pwfor nakion

X+y+z72=6 —

Suppose we know that {
X T+ y =

Can we stay anything about x + y — 37?

[1 0 Fey - 6]

&
has ranie 2 also has ranke 2



Rank as amount of information

X+y+z=6 x+y+ z=6 x+y+ z=6 x+y+ z=6
x+y—3z=-6 X'+ 3y -z

ll 144 e] et o1 .6 e B

1 10 1ol D03 e T

has rawnlke 2 1 1 -3 =-§6 P 67 =1398
has rank 2 has rank 3

| | |

| N 6

.4 5 | 1

A infinitely - = 7

iz " mahv ,‘2 e - | i 1 so‘-“c

| L 4
; ¥ 4 " 0 ® ] | |
f’“ ’3// : SOLU.':LOV&S 62 o | A 6




The Rouche—Capelli Theorem

The system AXx = I; has at least one solution
if and only if rank(A) = rank([A b]).

Reminder: A is the “coefficient matrix”, and |A I;] is the “augmented matrix”.

If there are any solutions, the collection of all solutions has
dimension n — rank(A), where n is the number of variables.

o 1 2
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4 December 2023

Warm-up:

Find the determinant of A =




X 1%1
x+2y+ T7z=6
X + z=4

12x+7y+182=9

The coeff. and augmented matbrices have the same ranlk,
so the system does have at least one solution. The space
of all solutions has dimension

(# cwf variables) - (rank c:-af A = 3 -3 = o0,
so the set of solutions is just one point.



X 2.
dx+2y+ T7z=6

X +4
12x+7y+192=9

The coefficient and augmented matrices have different
rankes, so there are no solutions to the svs%em‘



The coeff. and augmented matbrices have the same ranlk,
so the system does have at least one solution. The space
of all solutions has dimension

(# cwf variables) - (rank c:-af A= 3-2=1,
so the sek c:wf solubtions is a LINE in 3D space.



